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Section 1

Structure of the course
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Structure

Lectures on Mondays 10h15.
I will use the iPad and the blackboard.

I encourage you to ask questions along the way!

Moodle is our main platform.
Announcements.
Problem sheets (and solutions).
Links to relevant literature.
Link to Ed Discussions.
All questions about the course should be asked on Ed Discussions.

Slides and problem sheets will be uploaded every week.
Problem sheets will be made available on Mondays evenings.
O�ce hours with the teaching assistants: Monday 08h15-10h00.
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Exam

One graded homework, 20 % of the grade.

Written exam, 80 % of the grade.
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Goal

After the course, you should:

understand the meaning and utility of causal models,

understand and critically evaluate causal assumptions,

recognize whether a research question concerns causal e↵ect,

design a study to answer a causal question,

be able to translate a research question to a formal causal estimand,

critically evaluate how causal inference is drawn in practice from data,

suggest and implement suitable causal methods in practice.
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Outline of the course

Study the theory for causal inference using counterfactuals,

See how this theory can be applied in practice,

and study its close link to the design of experiments.

Derive results for identification of causal parameters in di↵erent study
designs,both experiments and observational studies.

Causal graphs will play a key role here...

Translate practical questions to counterfactual parameters.

Look at examples
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Why is this useful?

Scientific literacy

Understand bias in data analyses.

This is very important for data scientists...

Pose good (causal) questions

Think about validation
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Section 2

Motivation
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Warm-up example: Race and death penalty

Consider a famous data set that records the race of the defendants (D) in murder
cases in Florida between 1976 and 1987.1 The outcome is death penalty (Y ).

P(Y = 1 | D = w) = 53

53+430
= 0.11 > P(Y = 1 | D = b) = 15

15+176
= 0.08.

Now, consider death penalty conditional on the race of the victim (V ):

P(Y = 1 | D = w ,V = w) = 1

8
< P(Y = 1 | D = b,V = w) = 1

5
.

P(Y = 1 | D = w ,V = b) = 0 < P(Y = 1 | D = b,V = b) = 0.03.

1From Robin Evans, Oxford, see also Agresti, 2002
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Lessons learned from the warm-up example

Example of Simpson’s paradox (that you may be familiar with).
By the way, paradoxes don’t really exist...

Be careful about interpreting marginal and conditional

(in)dependencies.
We will carefully (and formally) study conditional (in)dependencies in
much detail in this course.

The reason why we believe that the conditional estimates are more
useful was due to a causal story.
There is no statistical method that can determine the causal story
from the data alone.

How would design a study to answer the causal question ”Are black
defendants more likely to get death penalty just because they are
black”?
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Admission to universities in the USA

GRE scores are used in the admission process at American universities.

Here, conditioning (on admission) leads to an inappropriate comparison.
In this course, we will formalize how to design studies and analyse data to answer
causal questions.
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Let’s be explicit

Unfortunately, the scientific literature is plagued by studies in which the
causal question is not explicitly stated and the investigators’ unverifiable
assumptions are not declared. This casual attitude towards causal
inference has led to a great deal of confusion.
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Questions

Descriptive / predictive:
“Is this patient at high risk of developing complications during
surgery?”

Causal:
“Which type of anaesthetic should this patient receive to reduce the
risk of complications during surgery?”
“How does the amount of anaesthetic a↵ect the risk of complications
during surgery?”
“What can be done to reduce the risk of complications during surgery
for an average / a particular type of patient?”
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Questions

Descriptive / predictive:
“Which type of client will buy which kind of product?”

Causal:
“Should advert be at the top or bottom of website to increase the
probability of viewing product?”
“How does the size of advert a↵ect the probability of viewing product?”
“How can I get a client to buy my product?”
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Questions

Descriptive / predictive:
“Who is most likely to become long-term unemployed?”

Causal:
“Will a minimum wage legislation increase the unemployment rate of a
country?”
“What can be done to prevent someone from becoming unemployed?”
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What’s the question (Hernan et al, Chance, 2019)

How can women aged 60–80 years with stroke history be partitioned in
classes defined by their characteristics?
Hernan et al, Chance (2019)

This question is just about description.
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What’s the question

What is the probability of having a stroke next year for women with
certain characteristics?

This question is just about prediction.
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What’s the question

Will starting a statin reduce, on average, the risk of stroke in women with
certain characteristics?

This question is about causal e↵ects, sometimes called counterfactual

prediction.

Mats Stensrud Causal Thinking Autumn 2024 19 / 361



3 tasks of data scientists

Description

Prediction

Counterfactual prediction (What would happen if...)
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Section 3

Prediction vs. causal inference
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Prediction and causal inference are di↵erent exercises

Prediction: Learn about Y after observing X = x .

Causal inference: Learn about Y after observing setting X = x .
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Pearl

Figure 1: Judea Pearl

“All the impressive achievements of deep learning amount to just curve fitting”
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Motivation

Albert Einstein (1953):
”Development of Western science is based on two great achieve-

ments: the invention of the formal logical system (in Euclidean

geometry) by the Greek philosophers, and the discovery of the

possibility to find out causal relationships by systematic experi-

ment (during the Renaissance)”.
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Experiments

Experiment (biology).

The randomized controlled trial (medicine).

A/B testing (tech industry).
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Scurvy - the first randomized trial?

Figure 2: James Lind, the surgeon, 1753.

https://www.bbc.com/news/uk-england-37320399
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Lind’s experimental set-up (simplified)

Recruit a bunch of sailors su↵ering from scurvy

Flip a coin for each sailor to determine course of action A

Heads: A = 1 (a lemon a day)
Tails: A = 0 (elixir of vitriol a.k.a sulphuric acid)

For each sailor note down the outcomes denoted by Y : let’s say
Y = 1 is healthy and Y = 0 is sick with scurvy

This is an example of a simple randomized controlled trial (RCT),
also called A/B test.
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An aerial view of Rothamsted’s Broadbalk field, site of the
Broadbalk Wheat Experiment since 1843.
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In Silicon Valley they call it AB testing.

Mats Stensrud Causal Thinking Autumn 2024 29 / 361



Why bother?
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Why bother?

”Can (...) predict whether someone is at risk of an impending heart attack,”

Nature Biomedical Engineering, 2018

Decisions have to be made...
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What if...

Would starting treatment A prevent a heart attack?

Is Drug A better than Drug B?

Would the ad get more clicks if it were green instead of red?

Would the election campaign increase the number of votes?

Would university education increase my future earnings?
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What if questions can be assessed in experiments

... but experiments are often not available because they are

impractical,

expensive,

time consuming,

unethical,

... and experiments may not be perfectly executed.

So, what do we do?

Emulate the experiment of interest from available observational data.
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What I think about when I think about precision medicine
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Is this something we should consider seriously?

Optimising clinical decision-making with medical algorithms (Roche, 2023)
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some nuances?

https://becominghuman.ai/summary-of-the-alphago-paper-b55ce24d8a7c
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Section 4

Counterfactuals
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What would happen if...

Counterfactuals 1973:

Figure 3: David Lewis

https://en.wikipedia.org/w/index.php?curid=58724625
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Prediction and causal inference are di↵erent exercises

Prediction: Learn about Y after observing A = a.

Previously you have studied random variables conditional on
parameters,

Y ⇠ Distribution{g(a)}.

Such (conditional) associations are not necessarily easy to interpret
(see the next example).
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Two fundamental questions of causality (Pearl, 2009)

1 What empirical evidence is required for legitimate inference of
cause–e↵ect relationships?

2 Given that we are willing to accept causal information about a
phenomenon, what inferences can we draw from such information,
and how?

In this course, we will consider mathematical tools for casting causal

questions or deriving causal answers.
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Section 5

Prediction vs. causal inference
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Prediction and causal inference are di↵erent exercises

Prediction: Learn about Y after observing A = a.
That is, infer properties of the law P that generated the observations Y .

Causal inference: Learn about Y after observing fixing A = a.
That is, infer properties of a counterfactual law, say, Pa,that would generate data

when a is fixed.
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What is a causal e↵ect (in a simple setting)

Consider the following observed random variables:

A binary treatment A 2 {0, 1}.
An outcome Y 2 Y.

A vector of baseline covariates L 2 L.
Define the counterfactual or potential outcome variables

Y
a 2 Y.

The outcome variable that would have been observed under the
treatment value a (the superscript denotes the counterfactual).

Often we will specifically instantiate a, i.e. set a to a value:

Y
a=0 2 Y.

The outcome variable that would have been observed under the
treatment value a = 0.

Y
a=1 2 Y.

The outcome variable that would have been observed under the
treatment value a = 1.

Mats Stensrud Causal Thinking Autumn 2024 43 / 361



Individual level causal e↵ect

Definition (Individual level causal e↵ect)

A causal e↵ect for individual (unit) i is Y a=0

i vs Y a=1

i .
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Remarks on Y a=0 and Y a=1

The fundamental problem of causal inference:

Suppose A = 1. Then Y = Y
a=1 is observed,

but Y a=0 is unobserved...

Suppose A = 0. Then Y = Y
a=0 is observed,

but Y a=1 is unobserved...

The consequence is that individual level e↵ect cannot be identified.2

2We will consider a possible exception later.
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Intervening is not the same as conditioning

Figure taken from Hernan, 2014, BMJ.
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